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Abstract: Jeager et al. introduced a concept of group connectivity as a
generalization of nowhere zero flows and its dual concept group coloring,
and conjectured that every 5-edge connected graph is Z3-connected. For
planar graphs, this is equivalent to that every planar graph with girth at
least 5 must have group chromatic number at most 3. In this article, we
show that if G is a plane graph with girth at least 4 such that all 4 cycles
are independent, every 4-cycle is a facial cycle and the distance between
every pair of a 4-cycle and a 5-cycle is at least 1, then the group chromatic
number of G is at most 3. As a special case, we show that the conjecture
above holds for planar graphs. We also prove that if G is a connected
K3,3-minor free graph with girth at least 5, then the group chromatic
number is at most 3. © 2006 Wiley Periodicals, Inc. J. Graph Theory 52: 51–72, 2006
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1. INTRODUCTION

Our terminology is standard as in [1] except otherwise defined. Let G and H be two
graphs. Denote H ⊆ G if H is a subgraph of G. If H can be obtained from G by
contracting some edges of G, then G is contractible to H. If G contains a subgraph
which is contractible to �, then � is a minor of G. A set of subgraphs of G is said
to be independent if no two of them have a common vertex.

A k-path (k-cycle) denotes a path (cycle) of length k. The distance of 4-cycle
v1v2v3v4v1 and 5-cycle u1u2u3u4u5u1 in a graph G is min{dG(vi, uj)|1 ≤ i ≤
4, 1 ≤ j ≤ 5}, where dG(u, v) denotes the length of a shortest (u, v)-path in G.
The girth of a graph G is the length of a shortest cycle of G. For a plane graph,
the unique unbounded face is called the outer face. If C is a cycle in a planar
graph G, then int(C) is the set of vertices and edges inside C; if int(C) = ∅, then
C is facial. If the outer face is bounded by a cycle, we call it the outer cycle.
A cycle C is separating cycle in G if G has at least one vertex outside C and at
least one vertex inside C. Throughout this article, Z3 denotes the cyclic group of
order 3.

Jeager et al. [6] introduced a concept of group connectivity as a generaliza-
tion of nowhere zero flows and its dual concept group coloring. The results
about nowhere zero flows can be found in [5,14]. Let A denote an (additive)
Abelian group and F (G, A) denote the set of all functions from E(G) to A.
For f ∈ F (G, A), an (A, f )-coloring of G under an orientation D is a function
c : V (G) �→ A such that for every edge e = uv from u to v, c(u) − c(v) �= f (uv).
G is A-colorable under an orientation D if for every function f ∈ F (G, A), G has
an (A, f )-coloring. It is known ([6]) that whether G is A-colorable is independent
of the choice of the orientation. The group chromatic number of a graph G is de-
fined to be the smallest positive integer m for which G is A-colorable for every
Abelian group A of order at least m under a given orientation D, and is denoted
by χg(G).

Let H be a subgraph of a graph G. Given an f ∈ F (G, A), if for an (A, f |E(H))-
coloring c0 of H, there is an (A, f )-coloring c of G such that c is an extension
of c0, then we say that c0 is extended to c. If every (A, f |E(H))-coloring c0 of
H can be extended to an (A, f )-coloring c, then we say that (G, H) is (A, f )-
extensible. If for every f ∈ F (G, A), (G, H) is (A, f )-extensible, then (G, H) is
A-extensible.

Jaeger et al. [6] proved that if G is a simple planar graph, then χg(G) ≤ 6. It
is shown (see [8,10]) that if G is a simple graph without a K5-minor or without a
K3,3-minor, then χg(G) ≤ 5. Jaeger et al. [6] also proved that if G is a simple planar
graph with girth at least 4, then χg(G) ≤ 4. In this article, we prove the following
results.

Theorem 1.1. Suppose that G is a simple planar graph with girth at least 4 such
that all 4-cycles are independent and every 4-cycle is facial. If the distance between
every pair of a 4-cycle and a 5-cycle is at least 1, then χg(G) ≤ 3.
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Theorem 1.2. If G is a K3,3-minor free graph with girth at least 5, then χg(G) ≤ 3.

Král at al. [7] constructed a family of bipartite planar graphs with girth 4 and
group chromatic number 4. Thus Theorem 1.1 is best possible in the sense that the
condition on the girth in Theorem 1.1 cannot be relax. The proofs of Theorems 1.1
and 1.2 are in Section 2 and Section 3, respectively.

For a given orientation of a graph G and for a vertex v ∈ V (G), let E−(v) =
{(u, v) ∈ E(G) : u ∈ V (G)}, E+(v) = {(v, u) ∈ E(G) : u ∈ V (G)} and E(v) =
E+(v) ∪ E−(v).

Throughout this article, let A denote a nontrivial Abelian group and let A∗ =
A − {0}. Define

F ∗(G, A) = {f : E(G) �→ A∗}.

For each f ∈ F (G, A), the boundary of f is a function ∂f : V (G) �→ A defined by

∂f (v) =
∑

e∈E+(v)

f (e) −
∑

e∈E−(v)

f (e),

where “
∑

” refers to the addition in A. Denote

Z(G, A) = {b : V (G) �→ A such that
∑

v∈V (G)

b(v) = 0}.

A graph G is A-connected if G has an orientation D such that for every function
b ∈ Z(G, A) there is a function f ∈ F ∗(G, A) such that b = ∂f . The following
conjecture is due to Jaeger et al. [6].

Conjecture 1.3. Every 5-edge connected graph is Z3-connected.

Let G be a connected plane graph, G∗ be the geometric dual of G, and A be an
Abelian group. Jeager et al. [6] showed that G is A-connected if and only if G∗ is
A-colorable. An algorithmic proof of this fact can be found in [2]. By Theorem 1.1,
Conjecture 1.3 thus holds for planar graphs.

Corollary 1.4. Every 5-edge connected planar graph is Z3-connected.

2. A Z3-COLORING THEOREM

Let F denote the set of connected graphs such that a graph G ∈ F if and only if
each of the following holds.

(F1) G is a plane graph with girth at least 4 and every 4-cycle is facial;
(F2) all 4 cycles are independent; and
(F3) the distance between every pair of a 4-cycle and a 5-cycle is at least 1.
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In the discussions below, we assume that for each G ∈ F, G is embedded in the
plane with an orientation.

Theorem 2.1. Suppose G ∈ F and f ∈ F (G, Z3). Let W be a subset of vertices
on the outer face of G such that

(W1) either G[W] is edgeless or
(W2) G[W] has exactly one edge e = xy and G has no 2-path from x to other

vertex in W.
(W3) if xy is an edge of G[W], then G[{λ1, λ2, x, y}] is not a 4-cycle for every

pair of distinct vertices λ1, λ2 of the out face of G.

Assume that each of the following holds:

(a) each vertex w ∈ W is associated with an element bw ∈ Z3,
(b) u, v /∈ W are two adjacent vertices on the out face of G (assume that the

edge uv is oriented from u to v),
(c) au, av ∈ Z3 with au − av �= f (uv).

Define c1 : {u, v} �→ Z3 by c1(u) = au, c1(v) = av. Then c1 can be extended to
c : V (G) �→ Z3 such that c |{u,v}= c1 and

(i) c(w) �= bw for every vertex w ∈ W ,
(ii) c(x′) − c(y′) �= f (x′y′) for any edge x′y′ ∈ E(G) oriented from x′ to y′.

Remark. Condition (W3) cannot be relaxed. Let C = x1x2x3x4x1 be a 4-cycle.
Assume that W = {x3, x4}, bx3 = 1, and bx4 = 1, and that C is oriented from xi

to xi+1, 1 ≤ i ≤ 3, and from x4 to x1. Define f ∈ F (C, Z3) as follows: f (e) = 0
if e ∈ E(C) − {x4x1} and f (x4x1) = −1. Define c1 : {x1, x2} �→ Z3 by c1(x1) =
1, c1(x2) = 0. Then c1 cannot be extended to c : V (C) �→ Z3 such that c |{x1,x2}= c1.

We need some preparations before presenting the proof of Theorem 2.1.

Lemma 2.2. Let G ∈ F and let C : x1x2 . . . x5x1 be a 5-cycle. Assume that f ∈
F (G, Z3) and xixi+1 is oriented from xi to xi+1, 1 ≤ i ≤ 5 (indices taken mod 5).
For every (Z3, f )-coloring c1, there is some i ∈ {1, 2, . . . 5} (indices taken mod 5)
such that

c1(xi) − f (xixi+1) �= c1(xi+2) + f (xi+1xi+2).

Proof. By contradiction, suppose that

c1(xi) − f (xixi+1) = c1(xi+2) + f (xi+1xi+2) (1)
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for every 1 ≤ i ≤ 5 (indices taken mod 5). Since Z3 is an Abelian group, by (1) we
have f (x1x2) + f (x2x3) + · · · + f (x5x1) = 0. Thus we have

c1(x1) = f (x1x2) + c1(x3) + f (x2x3)

= f (x3x4) + c1(x5) + f (x4x5) + f (x2x3) + f (x1x2)

= −f (x5x1) + c1(x5).

It follows that c1(x5) − c1(x1) = f (x5x1), a contradiction. �

Theorem 2.1 implies the following Corollary 2.3. We shall argue by induction
on |V (G)| to prove Theorem 2.1. Our induction hypotheses is the assumption that
both Theorem 2.1 and Corollary 2.3 hold for smaller values of |V (G)|.
Corollary 2.3. Let G ∈ F with outer cycle C : x1x2 . . . x5x1 and let f ∈
F (Z3, G). If c1 : V (C) �→ Z3 is a (Z3, f )-coloring, then c1 can be extended to
a (Z3, f )-coloring c of G such that c |V (C)= c1.

Proof. Since G ∈ F, the 5-cycle C has no chord. Hence, G[V (C)] =
C. Assume that C is oriented from xi to xi+1, 1 ≤ i ≤ 5 (indices mod
5). By Lemma 2.2, we assume that c1(x5) + f (x4x5) �= c1(x3) − f (x3x4). Set
W = {x3, x5}. Since c1 is a (Z3, f )-coloring, c1(x2) − c1(x3) �= f (x2x3) and
c1(x5) − c1(x1) �= f (x5x1). We pick bx3 ∈ Z3 − {c1(x2) − f (x2x3), c1(x3)}, bx5 ∈
Z3 − {c1(x1) + f (x5x1), c1(x5)}. By Theorem 2.1, c1 : {x1, x2} �→ Z3 can be ex-
tended to c : V (G) �→ Z3 such that c |{x1,x2}= c1 and c(w) �= bw for every w ∈ W .
By the choice of bx3 and bx5 , c(x3) ∈ {c1(x2) − f (x2x3), c1(x3)}, c(x5) ∈ {c1(x1) +
f (x5x1), c1(x5)}. Hence c(x3) = c1(x3), c(x5) = c1(x5).

Since c(x4) − c(x5) �= f (x4x5) and c(x3) − c(x4) �= f (x3x4), c(x4) ∈ Z3 −
{c(x5) + f (x4x5), c(x3) − f (x3x4)} = Z3 − {c1(x5) + f (x4x5), c1(x3) − f (x3x4)}.
Since c1 : V (C) �→ Z3 is a (Z3, f ) coloring, c1(x4) ∈ Z3 − {c1(x5) +
f (x4x5), c1(x3) − f (x3x4)}. Thus c1(x4) = c(x4). �

In order to prove Theorem 2.1, we first prove some lemmas. The following
lemmas have the same hypotheses of Theorem 2.1 with additional assumptions
that

G is a counterexample to Theorem 2.1, (2)

and

|V (G)| is minimized. (3)

Since c1 can be easily extended to a (Z3, f )-coloring for every forest and for
a 4-cycle which satisfy the conditions of Theorem 2.1, we may assume that G is
connected with |V (G)| ≥ 5 and that G contains a cycle.
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Lemma 2.4. κ(G) ≥ 2. Moreover, if z ∈ V (G) − W and z /∈ {u, v}, then
dG(z) ≥ 3.

Proof. If G is not 2-connected, then G has a block B containing the edge uv.
By (3), c1 can be extended to a (Z3, f )-coloring of B. Let B1 be the block which
has a common vertex w1 with B and pick its adjacent vertex w2 in the outer face
of B1. Assume that the edge w1w2 is oriented from w1 to w2 and put c1(w2) ∈ Z3

such that c1(w1) − c1(w2) �= f (w1w2). By (3) again, c1 |{w1,w2} can be extended to
a (Z3, f )-coloring of B1. We continue this procedure and finally c1 can be extended
to a (Z3, f )-coloring of G. This contradicts to (2). Therefore, G is 2-connected and
d(z) ≥ 2 for every vertex z ∈ V (G).

Suppose, to the contrary, that there is z0 ∈ V (G) − W such that z0 /∈ {u, v} and
dG(z0) = 2. Let G1 = G − z0 and denote N(z0) = {z1, z2}. Assume that the edge
z0z1 is oriented from z0 to z1 and the edge z0z2 is oriented from z0 to z2. By (3), c1

can be extended to a (Z3, f )-coloring c2 of G1. Define c : V (G) �→ Z3 by

c(z) =
{

c2(z) if z ∈ V (G) − {z0},
a ∈ Z3 − {c(z1) + f (z0z1), c(z2) + f (z0z2)} if z = z0

Then c is a required (Z3, f )-coloring of G, violating (2). �

In the following lemmas, by Lemma 2.4, we assume that G is 2-connected and
that C : x1x2 . . . xmx1 is the outer cycle of G oriented from xi to xi+1, 1 ≤ i ≤ m

(indices mod m) and for every z ∈ N(xj) − V (C), the edge xjz is oriented from
xj to z. Let u = x1 and v = x2. If G[W] has an edge xy, we can assume that
y = xi, x = xi+1, where 3 ≤ i ≤ m − 1.

Lemma 2.5. C has no chords.

Proof. Suppose, to the contrary, that such a chord u′v′ exists. Let C1 be the
cycle in C ∪ {u′v′} containing u′v′ and uv and C2 the cycle in C ∪ {u′v′} containing
u′v′ but not uv. Then both C1 ∪ int(C1) ∈ F and C2 ∪ int(C2) ∈ F. It follows that
both C1 ∪ int(C1) and C2 ∪ int(C2) satisfy the hypotheses of Theorem 2.1. By (3),
we can extend c1 to a (Z3, f )-coloring of C1 ∪ int(C1) and the coloring of u′ and
v′ can be extended to a (Z3, f )-coloring of C2 ∪ int(C2), violating (2). �

Throughout the proof of Theorem 2.1, we need to redefine W ′ to replace W
in order to apply induction hypotheses. In each occasion a set W ′ is introduced,
we only indicate how to assign the new value bz for some z ∈ W ′ including all
z ∈ W ′ − W , while leaving bz unchanged for those z ∈ W ∩ W ′ if bz need not to
be redefined.

Lemma 2.6. If G has a 2-path u′v′w for v′ ∈ V (G) − V (C), u′ ∈ V (C), and w ∈
W , then all of the following properties hold.
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(1) uv and xy lie in the different components of G − {u′, v′, w}, and
(2) G[{u′, v′, y, x}] is a 4-cycle where u′ /∈ W .

Proof. Suppose, to the contrary, that such a 2-path u′v′w exists such that at
least one of (1) and (2) does not satisfied. Assume first that G[{u′, v′, y, x}] is not
a 4-cycle. By (W2), G[{w, v′, y, x}] is not a 4-cycle. Define C1 and C2 as follows:
Let C1 be the cycle in C ∪ {u′v′, v′w} containing u′v′, v′w, and, uv and C2 the cycle
in C ∪ {u′v′, v′w} containing u′v′, v′w but not uv. It follows that both C1 ∪ int(C1)
and C2 ∪ int(C2) satisfy the hypotheses of Theorem 2.1. By (3), c1 can be extended
to a (Z3, f )-coloring c2 of C1 ∪ int(C1). We recall that the edge u′v′ is oriented
from u′ to v′ and that the edge v′w is oriented from w to v′.

Since c2 is a (Z3, f )-coloring of C1 ∪ int(C1) and c2(w) �= bw, we redefine
bw ∈ Z3 − {c2(w), c2(v′) + f (wv′)}. By (3), c2 |{u′,v′} can be extended to a (Z3, f )-
coloring c3 of C2 ∪ int(C2) such that c3 |{u′,v′}= c2. Since c3(w) �= bw, it follows
that c3(w) = c2(w). Thus we obtain a required (Z3, f )-coloring of G, contrary to
(2).

Assume then that G[{u′, v′, y, x}] is a 4-cycle. By (W2), the edges xy and
uv lie in the same component of G − {u′v′w}. Note that the 4-cycle yxu′v′y
is a facial cycle. That is, int(yxu′v′y) = ∅. By Lemma 2.5, we further assume
that G[{u′, v′, y, x}] is a 4-cycle yxu′v′y where u′ = xi+2. Let C1 be the cy-
cle in C ∪ {yv′w} containing uv and wv′y. By (3), c1 can be extended to a
(Z3, f )-coloring c2 of C1 ∪ int(C1). Let c2(x) ∈ Z3 − {c2(y) − f (yx), bx}, c2(u′) ∈
Z3 − {c2(x) − f (xu′), c2(v′) + f (u′v′)}. Let C2 be the cycle in C ∪ {u′v′w} not con-
taining uv nor xy. We define bw ∈ Z3 − {c2(w), c2(v′) + f (wv′)}. By (3), c2 |{u′,v′}
can be extended to a (Z3, f )-coloring c3 of C2 ∪ int(C2) such that c3(w) �= bw.
It follows that c3(w) = c2(w). By combining c2 and c3, c1 can be extended to a
(Z3, f )-coloring of G, contrary to (2). �
Lemma 2.7. G has no 3-path w1u

′v′w2 with w1, w2 ∈ W and u′, v′ ∈ V (G) −
V (C).

Proof. Suppose, to the contrary, that such a 3-path exists. By Lemma 2.6, we
may assume that G[{u′, v′, y, x}] is not a 4-cycle. By (W2), none of G[{w1, u

′, y, x}]
and G[{w2, v

′, y, x}] is a 4-cycle. Assume that u′v′ is oriented from u′ to v′. Define
C1 to be the cycle in C ∪ {w1u

′, u′v′, v′w2} containing w1u
′, u′v′, v′w2, and uv, and

C2 to be the cycle in C ∪ {w1u
′, u′v′, v′w2} containing w1u

′, u′v′ and v′w2 but not
uv. It follows that both C1 ∪ int(C1) and C2 ∪ int(C2) satisfy the hypotheses of
Theorem 2.1. By (3), c1 : {u, v} �→ Z3 can be extended to a (Z3, f )-coloring c2 of
C1 ∪ int(C1) such that c2 |{u,v}= c1.

Since c2 is a (Z3, f )-coloring of C1 ∪ int(C1) and since c2(w1) �=
bw1, c2(w2) �= bw2 , we redefine bw1 ∈ Z3 − {c2(w1), c2(u′) + f (w1u

′)}, bw2 ∈
Z3 − {c2(w2), c2(v′) + f (w2v

′)}. By (3) again, c2 |{u′,v′} can be extended to
a (Z3, f )-coloring c3 of C2 ∪ int(C2) such that c3 |{u′,v′}= c2 and c3(w1) �=
bw1, c3(w2) �= bw2 . It follows that c3(w1) = c2(w1) and c3(w2) = c2(w2) and
c3(x′) − c3(y′) �= f (x′y′) for every directed edge x′y′ ∈ E(G2). A desired (Z3, f )-
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coloring of G extending c1 can be obtained by combining c2 and c3, contrary
to (2). �

Lemma 2.8. G has no separating 5-cycle.

Proof. If G has a separating 5-cycle C′, then by (3), we can extend c1 to a group
coloring of G − int(C′). By Corollary 2.3, c1 can be extended to a group coloring
of C′ ∪ int(C′). This contradiction proves Lemma 2.8. �

Lemma 2.9.

(i) G has no a vertex q ∈ V (G) − V (C) such that G[{xi, xi+1, xi+2, q}] is a
4-cycle.

(ii) G has no a vertex q ∈ V (G) − V (C) such that G[{xi−1, xi, xi+1, q}] is a
4-cycle.

Proof. (i) Assume that G has such a 4-cycle. Define G′ = G − {xi, xi+1,

xi+2, q} and W ′ = W ∪ N(xi) ∪ N(xi+1) ∪ N(xi+2) ∪ N(q) − {xi, xi+1, xi+2, q}.
Take axi

∈ Z3 − {bxi
}, axi+1 ∈ Z3 − {bxi+1, axi

− f (xixi+1)}, axi+2 ∈ Z3 − {axi+1 −
f (xi+1xi+2)}, aq ∈ Z3 − {ai+2 − f (xi+2q), axi

− f (xiq)}. Let bz = axj
− f (xjz)

for every z ∈ N(xj) − {xi, xi+1, xi+2, q}, j ∈ {i, i + 1, i + 2} and bz = aq − f (qz)
for every z ∈ N(q) − {q, xi, xi+2}. By (F1) and (F2), bz is well defined. If there
is a 2-path xiqxj where xj ∈ V (C), by Lemma 2.6, xj ∈ {x3, x4, . . . , xi−3}. By
Lemma 2.7, G has no 3-path xiqq′xj where q, q′ ∈ V (G) − V (C) and xj ∈ W .
Thus G′ may have some cut vertices. We will distinguish the following two
cases.

Case 1. There is a 2-path xiqxj where xj ∈ V (C), j ∈ {3, 4, . . . , i − 4}.
Then G′ can be decomposed into blocks B1, B2, . . . , Bk such that

(1) B1 contains the edge uv and Bk contains xi−1xi−2, and
(2) V (Bi) ∩ V (Bi+1) is a cut vertex.

Now we claim that c1 can be extended to a (Z3, f )-coloring of B1. Suppose
that V (B1) ∩ V (B2) = {z}. Then B1[W ′] contains at most one edge zw where w ∈
W ∩ V (B1). By Lemma 2.6, there is no 2-path from z to any vertex of B1[W ′]. By
(3), c1 can be extended to a (Z3, f )-coloring of B1.

We claim again that if c1 can be extended to a (Z3, f )-coloring of B1 ∪ B2 ∪
. . . ∪ Bi, then c1 can be extended to a (Z3, f )-coloring c2 of B1 ∪ B2 ∪ . . . ∪ Bi+1.
Observe the block Bi+1. Bi+1[W ′] contains at most two edges one of those contains
vertices of V (Bi) ∩ V (Bi+1) and the other contains vertices of V (Bi+1) ∩ V (Bi+2).
Suppose that V (Bi) ∩ V (Bi+1) = {z1}. We define z2 as follows. If Bi+1[W ′] does
not contain an edge one end of which is z1, let z2 ∈ V (Bi+1) ∩ V (C) such that
z1z2 ∈ E(G). If Bi+1[W ′] contains an edge one end of which is z1, let z2 be
the other end of such edge. Assume that z1z2 is oriented from z1 to z2. Define
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c1(z2) ∈ Z3 − {bz2, c1(z1) − f (z1z2)} if z2 ∈ W ′; c1(z3) ∈ Z3 − {c1(z1) − f (z1z2)}
if z2 /∈ W ′.

Now we consider the vertex, say z′
1, of V (Bi+1) ∩ V (Bi+2). Then Bi+1[W ′] may

contains an edge one end of which is z′
1. If Bi+1[W ′] indeed contains such edge,

let z′
2 be the other end of that edge. By Lemma 2.6, there is no 2-path from z′

1
to any vertex of V (Bi+1) ∩ W ′. Therefore z1z2 plays the role of uv in G and z′

1z
′
2

plays the role of xy in G if such z′
1z

′
2 exists. By (3), c2 |{z1,z2} can be extended to a

(Z3, f )-coloring of B1 ∪ B2 ∪ . . . ∪ Bi+1.
Thus we assume that c1 can be extended to a (Z3, f )-coloring c′ of G′. Define

c(z) =




c′(z) if z ∈ V (G′),
axj

if z = xj, j ∈ {i, i + 1, i + 2}
aq if z = q.

Then c is a required (Z3, f )-coloring of G, contrary to (2).

Case 2. There is no a 2-path xiqxj where xj ∈ {x3, x4, . . . , xi−3}.
By Lemmas 2.6 and 2.7, G′[W ′] contains at most one edge xi−1xi−2. If G′[W ′]

indeed contains that edge, by Lemma 2.6 there is no 2-path from xi−1 to any vertex
of W ′′ and hence xi−1 plays the role of x in G. By (3), c1 can be extended to a
(Z3, f )-coloring c′ of G′. Define

c(z) =




c′(z) if z ∈ V (G′),
axj

if z = xj, j ∈ {i, i + 1, i + 2},
aq if z = q.

Then c is a (Z3, f )-coloring of G, contrary to (2).
The proof of (ii) is similar. �

If u or v (say u) is in W, then we will replace W by W − u. Therefore we assume
that

{u, v} ⊂ V (C) − W. (4)

Lemma 2.10. If G[W] has the edge xy, then i ≥ 4.

Proof. Suppose, to the contrary, that i = 3. Let G′ = G − {y, x} and W ′ = W ∪
N(x) ∪ N(y) − {x, y, v}. Take ay ∈ Z3 − {by, c1(v) − f (vy)}, ax ∈ Z3 − {bx, ay −
f (yx)}. Let bz = ax − f (xz) for every z ∈ N(x) − {y} and let bz = ay − f (yz) for
every z ∈ N(y) − {x, v}. By (F2), bz is well defined.

By (W2), x6 /∈ W . If G[N(x) ∪ N(y)] contains no 4 cycles, by Lemma 2.6,
G[W ′] is edgeless and hence both G′ and W ′ satisfy the conditions of Theorem 2.1.
Assume that G[N(x) ∪ N(y)] contains a 4-cycle xq1q2yx, where q1 ∈ N(x) and
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q2 ∈ N(y). By Lemma 2.9, we assume that q2 �= v and q1 �= xi+2. By Lemma 2.6
and (F2), G′[W ′] contains at most one edge q1q2. If G′ has a 2-path q2q3q4 where
q4 ∈ W ′, by Lemma 2.6, q3 �= q1. By (F2) and (F3), q4 /∈ N(x3) ∪ N(x4). Thus
q4 ∈ W , contrary to Lemma 2.7. By Lemma 2.6 and (F2), G[{λ1, λ2, q1, q2}] is not
a 4-cycle for any pair of distinct vertices λ1, λ2 of the out cycle of G′. Therefore
both G′ and W ′ satisfy the conditions of Theorem 2.1 with q2 playing the role of x
in G in this case.

By (3), c1 can be extended to a (Z3, f )-coloring c2 of G′ such that c2 |{u,v}= c1

and c2(w′) �= bw′ for each vertex w′ ∈ W ′. Define c : V (G) �→ Z3 by

c(z) =




c2(z) if z ∈ V (G) − {x, y},
ax if z = x,

ay if z = y.

Then c is a required (Z3, f )-coloring of G such that c(w) �= bw for each vertex
w ∈ W and c |{u,v}= c1, contrary to (2). �

Lemma 2.11. If G[W] has the edge yx, then xi−2 ∈ W and hence i ≥ 5.

Proof. Since G[W] has only one edge, xi−1 /∈ W . By contradiction, suppose
that xi−2 /∈ W , (if z ∈ {u, v}, then by (4), z /∈ W).

Define ay ∈ Z3 − {by}, ax ∈ Z3 − {bx, ay − f (yx)}, G′ = G − {x, y}, and W ′ =
W ∪ N(x) ∪ N(y) − {x, y}. By (W2) and by Lemma 2.4, xi+3 /∈ W ′.

If G[N(x) ∪ N(y)] contains no 4 cycles, then by Lemma 2.6 and (W2), G[W ′]
is edgeless. So assume that G[N(x) ∪ N(y)] contains a 4-cycle xq1q2yx, where
q1 ∈ N(x) and q2 ∈ N(y). By Lemma 2.9, q2 �= xi−1 and q1 �= xi+2. By Lemma 2.6
and (F2), G′[W ′] contains only one edge q1q2. Suppose that G′ has a 2-path q2q3q4,
where q4 ∈ W ′. By Lemma 2.6, q3 �= q1. By (F2) and (F3), q4 ∈ W − N(x) ∪ N(y),
contrary to Lemma 2.7. By Lemma 2.6 and (F2), G′[{q1, q2, λ1, λ2}] is not a 4-cycle
for any pair of distinct vertices λ1, λ2 of the out cycle of G′. Therefore both G′ and
W ′ satisfy the hypotheses of Theorem 2.1 (with q2 playing the role of x in G if
q1q2 ∈ E(G′[W ′]).

Define bz = ax − f (xz) if z ∈ N(x) − W and bz = ay − f (yz) if z ∈ N(y) −
(W ∪ {xi−1}). By (F1) bz is well defined. By (3), c1 can be extended to a (Z3, f )-
coloring c2 of G′ such that c2(w) �= bw, w ∈ W . Define c : V (G) �→ Z3 by

c(z) =




c2(z) if z ∈ V (G) − {x, y},
ax if z = x,

ay if z = y.

Then c is a required (Z3, f )-coloring satisfying c(w) �= bw for each vertex w ∈ W

and extending c1, contrary to (2). �
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Lemma 2.12.

(i) G has no 3-path xi+2u
′v′xj for j ∈ {i + 4, . . . , m} nor 3-path xi−1u

′v′xj for
j ∈ {3, . . . i − 3} where u′, v′ ∈ V (G) − V (C) and xj ∈ W .

(ii) G has no 2-path xi+2u
′xj for j ∈ {i + 4, . . . , m} nor 2-path xi−1u

′xj for
j ∈ {3, . . . i − 4} where u′ ∈ V (G) − V (C) and xj /∈ W .

Proof. We only prove that G has no 3-path xi+2u
′v′xj for j ∈ {i + 4, . . . , m}

where u′, v′ ∈ V (G) − V (C) and xj ∈ W . The proofs for the other three cases are
similar.

Assume that such P = xi+2u
′v′xj exists. Let C1 be the cycle in C ∪ P containing

u′v′ and xy and C2 the cycle in C ∪ P containing u′v′ but not xy. Let Gi = Ci ∪
int(Ci), i = 1, 2. By (3), we can extend c1 to a (Z3, f )-coloring c2 of G1. Assume
that u′v′ is oriented from u′ to v′.

Let W ′′ = (W ∩ V (G2)) ∪ {xi+2}. By (W2), xi+3 /∈ W . By Lemma 2.4, G2[W ′′]
is edgeless. Then G2 and W ′′ satisfy the conditions of Theorem 2.1. Define

b′′
z =




bz if z ∈ W ′′ − {xi+2, xj},
bxi+2 ∈ Z3 − {c2(xi+2), c2(u′) + f (xi+2u

′)} if z = xi+2,

bxj
∈ Z3 − {c2(xj), c(v′) + f (xjv

′)} if z = xj.

By (3), c2 |{u′,v′} can be extended to a (Z3, f )-coloring c3 of G2 such that c3(w′′) �=
bw′′ for every w′′ ∈ W ′′. It follows that c3(xi+2) = c2(xi+2) and c3(xj) = c2(xj).
Combining c2 and c3, we get a required (Z3, f )-coloring of G extending c1 such
that c(z) �= bz for each vertex z ∈ W , contrary to (2). �

Lemma 2.13. G[W] has no edge.

Proof. Suppose that G[W] has the edge xy where x = xi+1, y = xi. By
Lemma 2.11 and (W2), xi−1 /∈ W and xi−2 ∈ W . We consider the following two
cases.

Case 1. G[N(x) ∪ N(y)] contains no 4 cycles.
Let G′ = G − {xi−1, xi, xi+1} and W ′ = W ∪ N(xi−1) ∪ N(xi) ∪ N(xi+1) −

{xi−1, xi, xi+1}. Let ai−1 = bxi−2 − f (xi−2xi−1), ai ∈ Z3 − {bxi
, ai−1 − f (xi−1xi)},

and ai+1 ∈ Z3 − {bxi+1, ai − f (xixi+1)}. Let bz = aj − f (xjz) for every vertex z ∈
(W ′ − W) ∩ (N(xi−1) ∪ N(xi) ∪ N(xi+1)), j ∈ {i − 1, i, i + 1}. Since G[N(x) ∪
N(y)] contains no 4-cycle, bz is well defined. Suppose that G′[W ′] has an edge
q1q2. By Lemmas 2.6 and 2.5, q1, q2 ∈ W ′ − W ⊂ N(xi−1) ∪ N(xi) ∪ N(xi+1). We
will distinguish the following two subcases.

Subcase 1.1. q2 ∈ N(xi−1), q1 ∈ N(xi+1).
Then G has a 5-cycle q1q2xi−1xixi+1q1. By (F3) and Lemmas 2.6 and 2.8, q1q2

is the only edge in G′[W ′]. By Lemmas 2.4 and 2.8, q2 �= xi−2. Assume that G′ has
a path q1q3q4 where q4 ∈ W ′. By Lemma 2.6, q3 �= q2.
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We claim that q4 ∈ W . By contradiction, suppose q4 ∈ W ′ − W . If q4 ∈
N(xi−1) − {q2}, then G has two 5 cycles xi−1xixi+1q1q2xi−1 and xi−1q4q3q1q2xi−1.
By Lemma 2.8, dG(q2) = 2, contrary to Lemma 2.4. By Lemma 2.8, q4 /∈ N(xi).
By (F3), q4 /∈ N(xi+1). Thus q4 ∈ W .

By Lemmas 2.5, 2.6, and 2.7, q1 = xi+2, q3 = xi+3, and q4 = xi+4. Note
that q2 �= xi−2. We shall verify that both G′ and W ′ satisfy the hypotheses of
Theorem 2.1.

We now assume that G′ has a path q2q5q6 where q6 ∈ W ′. By (F3), q6 /∈ N(xi−1).
By Lemma 2.8, q6 /∈ N(xi) and q6 /∈ N(xi+1). Hence q6 ∈ W . If q5 /∈ V (C), then
there exist two 3-paths xi+2q2q5q6 and xi−1q2q5q6 where q6 ∈ W . By (F3), q6 �=
xi−2. Thus q6 ∈ W ∩ ({xi+4, . . . , xm} ∪ {x3, . . . , xi−3}), contrary to Lemma 2.12.
If q5 ∈ V (C), then there exist two 2-paths xi−1q2q5 and xi+2q2q5, where q2 ∈
V (G) − V (C), q5 ∈ V (C) − W because G[W] contains at most one edge. By (F1)
and (F3), q5 /∈ {xi−2, xi−3}. Thus q5 ∈ {xi+4, . . . , xm} ∪ {x3, . . . , xi−4}, contrary to
Lemma 2.12. Thus there is no 2-path from q2 to a vertex of W ′ in G′.

By Lemma 2.6 and (F3), G′[{λ1, λ2, q1, q2}] is not a 4-cycle for any pair of
distinct vertices λ1, λ2 of the out cycle of G′. Therefore both G′ and W ′ satisfies
the hypotheses of Theorem 2.1 with q2 playing the role of x in G. Thus c1 can be
extended to a (Z3, f )-coloring c2 : V (G′) �→ Z3 such that c2 |{u,v}= c1 and c2(w′) �=
bw′ for every vertex w′ ∈ W ′. Define c : V (G) �→ Z3 by

c(z) =
{

c2(z) if z ∈ V (G) − {xi−1, xi, xi+1},
aj if z = xj, j ∈ {i − 1, i, i + 1}.

Then c is a required (Z3, f )-coloring satisfying c(w) �= bw for every vertex w ∈ W

and extending c1, contrary to (2).

Subcase 1.2. q2 ∈ N(xi−1), q1 ∈ N(xi).
By Lemma 2.4 and (F1), q2 �= xi−2. Thus q2 ∈ V (G) − V (C). Since G[N(x) ∪

N(y)] contains no 4 cycles, q1 �= xi+1. If G′ has a 2-path q1q3q4, where q4 ∈
W ′, by (F3) and (F1) q4 /∈ N(xi+1) ∪ N(xi) ∪ N(xi−1). Thus q4 ∈ W , contrary to
Lemma 2.7.

By Lemma 2.6 and (F2), G′[{λ1, λ2, q1, q2}] is not a 4-cycle for any pair of
distinct vertices λ1, λ2 of the out cycle of G′. Therefore both G′ and W ′ satisfy the
conditions of Theorem 2.1 with q1 playing the role of x of G. Thus c1 can be extended
to a (Z3, f )-coloring c2 : V (G′) �→ Z3 such that c2 |{u,v}= c1 and c2(w′) �= bw′ for
every vertex w′ ∈ W ′. Define c : V (G) �→ Z3 by

c(z) =
{

c2(z) if z ∈ V (G) − {xi−1, xi, xi+1},
aj if z = xj, j ∈ {i − 1, i, i + 1}.

Then c is a required (Z3, f )-coloring of G such that c(w) �= bw for every vertex
w ∈ W , contrary to (2).
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Case 2. G[N(x) ∪ N(y)] contains a 4-cycle.
Assume that xq1q2yx is a 4-cycle in G[N(x) ∪ N(y)], where q1 ∈ N(xi+1), q2 ∈

N(xi). By lemma 2.9, q1 �= xi+2, q2 �= xi−1.
Let G′ = G − {xi−1, xi, xi+1} and W ′ = W ∪ N(xi−1) ∪ N(xi) ∪ N(xi+1) −

{xi−1, xi, xi+1}. Let ai−1 = bxi−2 − f (xi−2xi−1), ai ∈ Z3 − {bxi
, ai−1 − f (xi−1xi)}

and ai+1 ∈ Z3 − {bxi+1, ai − f (xixi+1)}. Let bz = aj − f (xjz) for every vertex
z ∈ (W ′ − W) ∩ (N(xi−1) ∪ N(xi) ∪ N(xi+1)), j ∈ {i − 1, i, i + 1}. By (F2), bz is
well defined. By (W2), xi+3 /∈ W . It follows that xi+2xi+3 /∈ E(G′[W ′]). By Lem-
mas 2.5 and 2.6 and by (F2) and (F3), G′[W ′] has only one edge q1q2.

We claim that G′ has no 2-path from q2 to any vertex of W ′. Suppose, to the
contrary, that G′ has a path q2q3q4 where q4 ∈ W ′. By Lemma 2.6, q3 �= q1. By
(F2) and (F3), q4 /∈ N(xi−1) ∪ N(xi) ∪ N(xi+1) and so q4 ∈ W , contrary to Lemma
2.7. By Lemma 2.6 and (F2), G′[{λ1, λ2, q1, q2}] is not a 4-cycle for any pair of
distinct vertices λ1, λ2 of the out cycle of G′. Thus both G′ and W ′ satisfy the
conditions of Theorem 2.1 with q2 playing the role of x of G. By (3), c1 can be
extended to a (Z3, f ) coloring c2 of G′. Define

c(z) =
{

c2(z) if z ∈ V (G) − {xi−1, xi, xi+1},
aj if z = xj, j ∈ {i − 1, i, i + 1}.

Then c is a required (Z3, f )-coloring of G, contrary to (2). �

Lemma 2.14. x3 /∈ W .

Proof. Suppose, to the contrary, that x3 ∈ W . By Lemma 2.13, x4 /∈ W . To
prove our lemma, we need to prove two claims at first.

Claim 1. x5 ∈ W and G contains 4-cycle x3q3q4x4x3, where q3, q4 ∈ V (G) −
V (C).

Proof. Suppose, to the contrary, that G has one of the following properties:

(1) x5 /∈ W ;
(2) x5 ∈ W and G[N(x3) ∪ N(x4)] does not contain a 4-cycle; or
(3) x5 ∈ W and G contains 4-cycle x3q3q4x4x3, where |{q3, q4} ∩ (V (G) −

V (C))| ≤ 1.

Let G′ = G − x3 and W ′ = W ∪ N(x3) − {x2, x3}. Pick ax3 ∈ Z3 −
{bx3, c1(x2) − f (x2x3)}. Define bz = ax3 − f (x3z) if z ∈ N(x3) − {x2, x3}.
Then bz is well defined. If x5 /∈ W , by Lemmas 2.5, 2.6, G′[W ′] is edgeless. If
x5 ∈ W , then x4x5 is only edge in G′[W ′]. If G contains 4-cycle x3q3q4x4x3,
by lemma 2.4, q4 �= x5. By Lemma 2.5, q4 ∈ V (G) − V (C). By the assumption
that either G[N(x3) ∪ N(x4)] does not contain a 4-cycle or G contains 4-cycle
x3q3q4x4x3 and q3 = x2 and by Lemma 2.6, there is no 2-path from x4 to any
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vertex in W ′ Since x2 /∈ W . Applying the induction of hypotheses with x4 playing
the role of x to G′ and W ′, we can extend c1 to a (Z3, f )-coloring of G′. Moreover,
we can obtain a (Z3, f )-coloring of G, contrary to (2). �

Claim 2. For j = 1, 2, · · · , �m−1
2 � − 1, G contains 4 cycles x2j+1q2j+1q2j+2-

x2j+2x2j+1, where x2j+1 ∈ W and q2j+1, q2j+2 ∈ V (G) − V (C).

Proof. By Claim 1, we may assume that for k = 2, 3, · · · , �m−1
2 � − 1, G con-

tains 4 cycles x2k−1q2kq2kx2kx2k−1, where x2k−1 ∈ W and q2k−1, q2k ∈ V (G) −
V (C) and G does not contain the 4-cycle x2k+1q2k+1q2k+2x2k+2x2k+1, where
x2k+1 ∈ W and q2k+1, q2k+2 ∈ V (G) − V (C). Let G′ = G − {x2k, x2k+1} and W ′ =
W ∪ N(x2k) ∪ N(x2k+1 − {x2k, x2k+1}). Pick ax2k

= bx2k−1 − f (x2k−1x2k), ax2k+1 ∈
Z3 − {bx2k+1, ax2k

− f (x2kx2k+1)}. By Lemma 2.13, x2k+2 /∈ W . Thus, G′[W ′] con-
tains at most one edge x2k+2x2k+3. If G′[W ′] indeed contains such edge, by the
assumption that G does not contain a 4-cycle containing edge x2k+2x2k+3. By
Lemma 2.6, there is no 2-path from x2k+2 to any vertex of W ′. By Lemma 2.5,
G′[λ1, λ2, x2k+2, x2k+3] is not a 4-cycle for any pair of distinct vertices λ1, λ2 of
the out cycle of G′. Thus, both G′ and W ′ satisfy the hypotheses of Theorem 2.1,
by the induction, c1 can be extended to a (Z3, f )-coloring of G′. Moreover, we get
a (Z3, f )-coloring of G, contrary to (2).

Thus, G contains 4-cycle x2k+1q2k+1q2k+2x2k+2x2k+1. By Lemma 2.3, q2k+2 �=
x2k+3. By (F3), q2k+1 �= x2k+1. Therefore, q2k+1, q2k+2 ∈ V (G) − V (C). �

We are ready to complete our proof of Lemma 2.14. By Claim 2, we may assume
that for j = 1, 2, · · · , m

2 − 1, G contains 4 cycles x2j+1q2j+1q2j+2x2j+2x2j+1, where
x2j+1 ∈ W and q2j+1, q2j+2 ∈ V (G) − V (C).

When m is odd, xm ∈ W . By (F2), G[N(xm) ∪ N(xm−1)] does not contain a
4-cycle. By symmetry and by Claim 1, we obtain a contradiction.

When m is even, xm−1 ∈ W and xm /∈ W . Let G′ = G − {xm−1, xm} and W ′ =
W ∪ N(xm−1) ∪ N(xm−2) − {xm−2, xm−1}. Pick axm−2 = bxm−3 − f (xm−3xm−2) and
axm−1 ∈ Z3 − {bxm−1, axm−2 + f (xm−2xm−1)}. Define bz = axj

− f (xjz) if z ∈
N(xj), j = m − 1, m − 2. By G ∈ F, bz is well defined. It is easy to check that
G′[W ′] contains edgeless. By the induction of hypotheses of Theorem 2.1, c1 can
be extended to a (Z3, f )-coloring c2 of G′. Define

c(z) =
{

c2(z) if z ∈ V (G) − {xm−2, xm−1},
axj

if z = xj, j ∈ {m − 2, m − 1}.

Then c is a (Z3, f )-coloring of G, contrary to (2).

Lemma 2.15. x4 ∈ W .

Proof. Suppose that x4 /∈ W . By Lemma 2.14, x3 /∈ W . Assume first that x5 /∈
W . Let G′ = G − x3 and W ′ = W ∪ N(x3) − {x2, x3}. Pick ax3 ∈ Z3 − {c1(x2) −
f (x2x3)}. Let bz = ax3 − f (x3z) if z ∈ N(x3) − x2. Then bz is well defined. By
Lemmas 2.5, 2.6, and 2.13, G′[W ′] contains no edges.
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Assume then that x5 ∈ W . Let G′ = G − {x3, x4} and let W ′ = W ∪ N(x3) ∪
N(x4) − {x2, x3, x4, x5}. Take ax4 = bx5 + f (x4x5), ax3 = Z3 − {c(x2) − f (x2x3),
ax4 + f (x3x4)}. Let bz = axj

− f (xjz) if z ∈ N(x3) ∪ N(x4) − {x2, x3, x4, x5}.
Then bz is well defined. By Lemma 2.6 and (F1), G′[W ′] contains at most one
edge. If G′[W ′] indeed contains that edge q1q2, let q1 ∈ N(x3) and q2 ∈ N(x4).
By (4), we may assume that q1 �= v. Let q1q3q4 be a 2-path. By (F2) and (F1),
q4 /∈ W ′ − W .

Now we prove that q4 /∈ W . Suppose, to the contrary, that q4 ∈ W . Then q4 ∈
{x6, x7, . . . , xm}. Let C1 be a cycle containing the path x3q1q3q4 and the edge uv and
C2 the cycle containing the path x3q1q3q4 but not uv. Let Gi = int(Ci) ∪ Ci, i =
1, 2. By (3), we can extend c1 to a (Z3, f )-coloring of G. Assume that the edge
q1q3 is oriented from q1 to q3.

Let W ′ = (W ∩ V (G2)) ∪ {x3}. By the assumption that x4 /∈ W and by
Lemma 2.13, G2[W ′] has no edges. Therefore G2 and W ′ satisfy the hypotheses of
Theorem 2.1. Define

b′
z =




bz if z ∈ W ′ − {x3, q4},
bx3 ∈ Z3 − {c2(x3), c2(q1) + f (x3q1)} if z = x3,

bq4 ∈ Z3 − {c2(q4), c2(q3) + f (q4q3)} if z = q4.

By (3), c2 |{q1,q3} can be extended to a (Z3, f )-coloring c3 of G2 such that c3(w′) �=
bw′ for any vertex w′ ∈ W ′. It follows that c3(x3) = c2(x2), c3(q4) = c2(q3). By
using c2 and c3 together, we get a required (Z3, f )-coloring of G, contrary
to (2).

Hence both G′ and W ′ satisfy the hypotheses of Theorem 2.1 (with q1 playing
the role of x of G if q1q2 ∈ E(G′[W ′])). By (3), G′ has a (Z3, f )-coloring and hence
c1 can be extended to a required (Z3, f )-coloring of G, contrary to (2). �

Lemma 2.16. |C| ≥ 6.

Proof. Suppose that |C| = 5. Let G′ = G − {x3, x4} and W ′ = W ∪ N(x3) ∪
N(x4) − {x2, x3, x4}. By Lemma 2.15, x4 ∈ W . Let ax3 ∈ Z3 − {c1(x2) − f (x2x3)}
and ax4 ∈ Z3 − {bx4, ax3 − f (x3x4)}. Put b′

z = axi
− f (xiz) where z ∈ N(xi) −

{x2, x3, x4}, i = 3, 4. By (F1), bz is well defined. By (F3), G[N(x3) ∪ N(x4)] con-
tains no 4 cycles. Thus by Lemma 2.6, G′[W ′] is edgeless. Hence both G′ and W ′

satisfy the hypotheses of Theorem 2.1. By (3), c1 can be extended to a (Z3, f )-
coloring of G′, say c2. Define

c(z) =




c2(z) if z ∈ V (G) − {x, y},
ax3 if z = x3,

ax4 if z = x4.

Then c is a required (Z3, f )-coloring of G, contrary to (2). �
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Lemma 2.17. x6 ∈ W .

Proof. Suppose that x6 /∈ W . By Lemmas 2.14 and 2.15, x3, x5 /∈ W and x4 ∈
W . Let G′ = G − {x4} and W ′ = W ∪ N(x4) − {x4}. Take ax4 ∈ Z3 − {bx4} and let
bz = ax4 − f (x4z) if z ∈ N(x4). Then bz is well defined. By Lemmas 2.5 and 2.6,
G′[W ′] is edgeless. Therefore both G′ and W ′ satisfy the conditions of Theorem 2.1.
By (3), c1 can be extended to a (Z3, f )-coloring c2 of G′. Define

c(z) =
{

c2(z) if z ∈ V (G) − {x, y},
ax4 if z = x4.

Then c is a required (Z3, f )-coloring of G, violating (2). �

Proof of Theorem 2.1. By Lemmas 2.13, 2.15, and 2.17, x4, x6 ∈ W and
x5 /∈ W . Define G′ = G − {x4, x5} and W ′ = W ∪ N(x4) ∪ N(x5) − {x4, x5}. Pick
ax5 = bx6 + f (x5x6), ax4 ∈ Z3 − {bx4, ax5 + f (x4x5)}. Let bz = axj

− f (xjz) if z ∈
N(xj), 4 ≤ j ≤ 5. By (F1), bz is well defined.

If G[N(x4) ∪ N(x5)] contains no 4 cycles, by Lemmas 2.5 and 2.6, G′[W ′] is
edgeless. Assume that G[N(x4) ∪ N(x5)] contains a 4-cycle x4q2q1x5x4. By (F2)
and Lemmas 2.5 and 2.6, G′[W ′] contains only edge q1q2, where q2 ∈ N(x4) and
q1 ∈ N(x5). By Lemma 2.4 and (F1), q1 �= x6. Let q2q3q4 be a 2-path where q4 ∈
W ′. By (F2) and (F3), q4 ∈ W , contrary to Lemma 2.7 if q2 �= x3 or contrary to
Lemma 2.6 if q2 = x3. Thus, q2 plays the role of x of G if q1q2 ∈ E(G′[W ′]). By
(F2), G′[{λ1, λ2, q1, q2}] is not a 4-cycle for any pair of distinct vertices λ1, λ2 of
the out cycle of G′

Therefore, both G′ and W ′ satisfy the conditions of Theorem 2.1 (with q2 playing
the role of x of G if q1q2 ∈ E(G′[W ′])). By (3), c1 can be extended to a (Z3, f )-
coloring c2 of G′. Define

c(z) =




c2(z) if z ∈ V (G) − {x, y},
ax3 if z = x3,

ax4 if z = x4.

Then c is a required (Z3, f )-coloring of G, contrary to (2). This completes the proof
of the theorem. �

Corollary 2.18. Let G ∈ F be a simple planar graph and let H = K2. Then
(G, H) is Z3-extensible.

Proof. Let f ∈ F (G, Z3) and V (H) = {v1, v2} and let c0 : V (H) �→ Z3 is a
(Z3, f )-coloring of H. We may assume that in a plane embedding of G, the only
edge in E(H) is on the outer face of G. By Theorem 2.1, c0 can be extended to a
(Z3, f )-coloring of G. �
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3. Z3-COLORING OF K3,3-MINOR FREE GRAPHS

Let G1 and G2 be two vertex disjoint bridgeless graphs and u1, v1 ∈ V (G1), u2, v2 ∈
V (G2). Obtain G by identifying u1 with u2 to get a new vertex u, and v1 with v2

to get a new vertex v. Then G is called a 2-sum of G1 and G2. {u, v} is called a
separating set of this 2-sum of G1 and G2. If u ∈ V (G1) and v ∈ V (G2), and if G
is obtained from G1 and G2 by identifying u with v, then G is called a 1-sum of G1

and G2.
Hall [4] characterized the graphs excluding K3,3 as a minor. There are several

versions of this result (see [3,11],). The following theorem is due to Hall [4].

Theorem 3.1. (Hall [4]). Let G be a graph without K3,3 minor. One of the follow-
ings must hold.

(1) G is a planar graph;
(2) G ∼= K5, or
(3) G can be constructed recursively by the i-sum of planar graphs and copies

of K5 where i ∈ {1, 2}.

Lemma 3.2. Let G be a graph with a vertex cut S such that G = G1 ∪ G2 and
G1 ∩ G2 = G[S]. If S = {u} and both G1 and G2 are (Z3, f )-coloring, then G is
a (Z3, f )-coloring.

Proof. Let f ∈ F (G, Z3). Then there is c1 : V (G1) �→ Z3 such that for every
directed edge xy ∈ E(G1), c1(x) − c1(y) �= f (xy) and there is c2 : V (G2) �→ Z3

such that for every directed edge zw ∈ E(G2), c2(z) − c2(w) �= f (zw). It follows
that there is a ∈ Z3 such that c1(u) = c2(u) + a. Define

c(z) =
{

c1(z) if z ∈ V (G1),

c2(z) + a if z ∈ V (G2).

Then c is a (Z3, f )-coloring of G. �
Lemma 3.3. Suppose that H1 and H2 are both planar graphs in the construction
procedure in Theorem 3.1, that {u, v} is a separating set of a 2-sum of H1 and H2

and that uv /∈ E(H1) ∩ E(H2). Then Hi + uv is planar or K5 for i = 1, 2.

Proof. By contradiction, we assume that H1 + uv is not planar. If H1 + uv has
a K3,3-minor N, then new edge uv ∈ E(N) since H1 does not have a K3,3-minor.
Since G is 2-connected and since {u, v} is 2-vertex cut of G, H2 must have a (u, v)-
path. It then follows that G has a K3,3-minor, contrary to the assumption of G.
Therefore H1 + uv does not have a K3,3-minor. By Theorem 3.1, H1 + uv ∼= K5.
Thus H1 + uv is planar or K5. The proof for that case H2 + uv is similar. �
Theorem 3.4. Suppose that G is a connected K3,3-minor free graph with girth
at least 5. For each edge e = uv ∈ E(G), let H = G[{u, v}]. Then (G, H) is Z3-
extensible.
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Proof. By contradiction, suppose that G is an counterexample with |V (G)|
minimized. By Theorem 2.1, we may assume that G is not planar. By Theorem 3.1
and Lemma 3.2, we may assume that G is 2-connected and G can be constructed
recursively by 2-sum of planar graphs since the girth of G is at least 5.

We construct a new graph � as follows. The vertices of � are the planar graphs
in the construction procedure in Theorem 3.1. Two vertices are adjacent if and only
if the corresponding planar graphs have a common separating set of two vertices.
It follows that � is a tree. Thus � has at least two vertices of degree 1. Let G1 and
G2 be two corresponding planar graphs to two vertices of degree 1 in �. Since G is
of girth at least 5, we may assume that |V (Gi)| ≥ 5, i = 1, 2. Let c0 : {u, v} �→ Z3

such that c0 is a (Z3, f )-coloring of H.
By Theorem 2.1, � contains at least 2 vertices. When |V (�)| = 2, G is a 2-sum

of G1 and G2. If {u, v} is a separating set of 2-sum of G1 and G2, by Corollary 2.18,
c0 can be extended to a (Z3, f )-coloring of G1 and c0 can also be extended to a
(Z3, f )-coloring of G2. Thus the theorem follows.

So we may assume that |V (�)| ≥ 3 or {u, v} is not a separating set of 2-sum of G1

and G2 if |V (�)| = 2. Therefore e = uv does not belong to at least one of G1 and
G2, say e /∈ E(G1). Let G = G1 ∪ G′

1 such that V (G1) ∩ V (G′
1) = {u′, v′}. Then

e ∈ E(G′
1). If u′v′ ∈ E(G), e = uv �= u′v′ by assumption. By the minimality of G,

c0 can be extended to a (Z3, f )-coloring c1 of G′
1. By Corollary 2.18, c1 |{u′,v′} can

be extended to a (Z3, f )-coloring of G1. So c0 can be extended to a (Z3, f )-coloring
of G, a contradiction.

Thus we assume that u′v′ /∈ E(G). Define G∗ obtained from G by adding two
new vertices v1, v2 and three new edges u′v1, v1v2, v2v

′ such that G∗
i is obtained

from G1 and G′
1 by adding these two vertices and these three edges (1 ≤ i ≤ 2),

respectively. By Lemma 3.3, G∗
1 is planar and each of G∗, G∗

1, and G∗
2 has of girth

at least 5. Assume that the path u′v1v2v
′ is oriented from u′ to v1, from v1 to v2,

from v2 to v′. Define f1 : E(G∗) �→ Z3 by

f1(e) =
{

f (e) if e ∈ E(G),

0 if e ∈ {u′v1, v1v2, v2v
′}.

Note that uv ∈ E(G∗
2) − E(G∗

1) and |V (G∗
2)| = |V (G)| − |V (G1)| + 2 + 2 <

|V (G)|. By the minimality of G, c0 can be extended to a (Z3, f )-coloring c1 of
G∗

2.
Let G∗∗

1 = G∗
1 − {v1, v2} + u′v′. Since G∗

1 is planar, G∗∗
1 is also planar. We can

imbed G∗∗
1 in a plane such that the edge u′v′ is in the out face. Now we replace

the edge u′v′ by the path u′v1v2v
′. The resulting plane graph is the same one that

G∗
1 is embedded in a plane such that the edges u′v1, v1v2, v2v

′ are in the outer
face ofG∗

1. LetW = {u′, v′} and definebu′ ∈ Z3 − {c1(u′), c1(v1) + f1(u′v1)}, bv′ ∈
Z3 − {c1(v′), c1(v2) − f1(v2v

′)}. By Theorem 2.1, c1 |{v1,v2} �→ Z3 can be extended
to a (Z3, f1)-coloring c2 of G∗

1 such that c2 |{v1,v2}= c1 |{v1,v2} and c2(u′) �= bu′,
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c2(v′) �= bv′ . It follows that c2(u′) = c1(u′) and c2(v′) = c1(v′). Define

c(z) =
{

c1(z) if z ∈ V (G1),

c2(z) if z ∈ V (G′
1).

Then c is a (Z3, f )-coloring of G, a contradiction. �

4. REMARK

The proof of the main results in this article utilizes techniques in [12] developed
for studying list-coloring. In [8], Lai and Zhang applied similar skills ([13]) for
choosability to prove that every K5-minor free graph G satisfies χg(G) ≤ 5. It is
natural to conjecture that there might be a close relationship between the group
chromatic number χg(G) and the choice number χl(G). In particular, examples
([7,9]) let us conjecture that χl(G) ≤ χg(G). Moreover, former studies of χg(G)
(Theorem 3.1 and Corollary 4.2 of [9], Theorem 2 of [7], and Theorem 1.2 [8])
also let us to consider the following analogue of Hadwiger conjecture: if G does
not have a Kk-minor, then χg(G) ≤ k.

APPENDIXES

Proof for the other three cases of Lemma 2.12. Suppose first that such
2-path Q = xi+2u

′xj exists, where j ∈ {i + 4, . . . , m}, u′ ∈ V (G) − V (C), and
xj ∈ V (C) − W . If xj = xi+4, by (F1) the cycle xi+4xi+3xi+4u

′xi+2 is facial. Thus
dG(xi+3) = 2, contrary to Lemma 2.4.

Thus we assume that j ∈ {i + 5, . . . , m}. Let C3 be the cycle in C ∪ Q containing
u′xi+2 and xy and C4 the cycle in C ∪ Q containing u′xi+2 but not xy. Let Gi =
Ci ∪ int(Ci), i = 3, 4. By (3), we can extend c1 to a (Z3, f )-coloring c2 of G3.
Recall that Q is oriented from xi+2to u′ and from xj to u′.

Let W ′′′ = (W ∩ V (G4)) ∪ {xi+2}. By (W2), xi+3 /∈ W . By Lemma 2.5, G4[W ′′′]
is edgeless. Let bxi+2 ∈ Z3 − {c2(xi+2), c2(u′) + f (xi+2u

′)}. Therefore both G4 and
W ′′′ satisfy the hypotheses of Theorem 2.1. By (3) again, c2 |{u′,xj} can be extended to
a (Z3, f )-coloring c3 of G4. Using c2 and c3, we can get a required (Z3, f )-coloring
of G, contrary to (2).

Suppose then that such 3-path P = xi−1u
′v′xj exists, where u′, v′ ∈ V (G) −

V (C), xj ∈ W , and j ∈ {3, . . . , i − 4}. Let C5 be the cycle in C ∪ P containing
u′v′ and xy and Let C6 be the cycle in C ∪ P containing u′v′ but not xy. Let Gj =
Cj ∪ int(Cj), j = 5, 6. By (3), c1 can be extended to a (Z3, f )-coloring c2 of G5.
Assume that u′v′ is oriented from u′ to v′.

Let W (4) = (W ∩ V (G6) ∪ {xi−1}. By the assumption that xy is only edge of
G[W] and Lemma 2.11, xi−1xi−2 is only edge of G6[W (4)]. By Lemma 2.6, there
is no 2-path from xi−1 to any vertex of W ∩ V (G6). Then G6 and W (4) satisfy the
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hypotheses of Theorem 2.1 with xi−1 playing the role of x of G. Define

b′′′
z =




bz if z ∈ W (4) − {xi−1, xj},
bxi−1 ∈ Z3 − {c2(xi−1), c2(u′) + f (xi−1u

′)} if z = xi−1,

bxj
∈ Z3 − {c2(xj), c(v′) + f (xjv

′)} if z = xj.

By (3), c2 |{u′,v′} can be extended to a (Z3, f )-coloring c3 of G6 such that c3(w(4)) �=
bw(4) for every w(4) ∈ W (4). It follows that c3(xi−2) = c2(xi−2) and c3(xj) = c2(xj).
Combining c2 and c3, we get a required (Z3, f )-coloring of G extending c1 such
that c(z) �= bz for each vertex z ∈ W , contrary to (2).

Finally, we suppose then that such 2-path Q = xi−1u
′xj exists, where u′ ∈

V (G) − V (C), xj ∈ V (C) − W , and j ∈ {3, . . . , i − 4}. Let C7 be the cycle in
C ∪ Q containing u′xi−1 and xy and C8 the cycle in C ∪ Q containing u′xi−1 but
not xy. Let Gi = Ci ∪ int(Ci), i = 7, 8. Let Gi = Ci ∪ int(Ci), i = 7, 8. By (3), we
can extend c1 to a (Z3, f )-coloring c2 of G7. Recall that Q is oriented from xi−1to
u′ and from xj to u′.

Let W (5) = (W ∩ V (G8)) ∪ {xi−1}. By Lemma 2.11 and by the assumption that xy
is only edge of G[W], it follows that xi−1xi−2 is only edge of G8[W (5)]. By Lemma
2.6, there is no 2-path from xi−1 to any vertex of W ∩ V (G8). Let bxi−1 ∈ Z3 −
{c2(xi−1), c2(u′) + f (xi−1u

′)}. Therefore both G8 and W (5) satisfy the hypotheses
of Theorem 2.1 with xi−1 playing the role of x of G. By (3) again, c2 |{u′,xj} can be
extended to a (Z3, f )-coloring c3 of G8. Using c2 and c3, we can get a required
(Z3, f )-coloring of G, contrary to (2). �

Proof of Lemma 2.9 (ii). Assume that such a 4-cycle exists. Define
G′ = G − {xi−1, xi, xi+1, q} and W ′ = W ∪ N(xi−1) ∪ N(xi) ∪ N(xi+1) ∪ N(q) −
{xi−1, xi, xi+1, q}. If xi−2 ∈ W , define axi−1 = bxi−2 − f (xi−2xi−1), axi

∈ Z3 − {bxi
,

axi−1 −f (xi−1xi)}, axi+1 ∈ Z3 −{bxi+1, axi
− f (xixi+1},aq ∈ Z3 − {ai−1 − f (xi−1q),

axi+1 − f (xi+1q)}. If xi−2 /∈ W , define axi
∈ Z3 − {bxi

}, axi−1 ∈ Z3 − {axi
+

f (xixi+1)}, axi+1 ∈ Z3 −{bxi+1, axi
−f (xixi+1}, aq ∈ Z3 −{ai−1 − f (xi−1q), axi+1 −

f (xi+1q)}. Let bz = axj
− f (xjz) for every z ∈ N(xj) − {xi−1, xi, xi+1, q}, j ∈

{i − 1, i, i + 1}, and bz = aq − f (qz) for every z ∈ N(q) − {q, xi, xi+2}. By (F2),
bz is well defined. If there is a 2-path xi−1qxj where xj ∈ W , by Lemma 2.6
xj ∈ {xi+4, xi+5, . . . , xm}. By Lemma 2.7, there is no 3-path xi1qq′xj where xj ∈ W .
Thus G′ may has some cut vertices. We will distinguish the following two cases.

Case 1. There is a 2-path xi−1qxj where xj ∈ W, j ∈ {i + 3, i + 4, . . . , m}.
Then G′ can be decomposed into blocks B1, B2, . . . , Bk such that

(1) B1 contains the edge uv and Bk contains xi+2, and
(2) V (Bi) ∩ V (Bi+1) is a cut vertex.

We claim that c1 can be extended to a (Z3, f )-coloring of B1. Suppose that
V (B1) ∩ V (B2) = {z}. Then B1[W ′] contains at most one edge zw where w ∈ W .
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By Lemma 2.6, there is no 2-path from z to any vertex of B1[W ′]. By (3), c1 can be
extended to a (Z3, f )-coloring of B1.

Now we claim that if c1 can be extended to a (Z3, f )-coloring of B1 ∪ B2 ∪
. . . ∪ Bi, then c1 can be extended to a (Z3, f )-coloring c2 of B1 ∪ B2 ∪ . . . ∪ Bi+1.
Observe the block Bi+1. Bi+1[W ′] contains at most two edges one of those contains
vertices of V (Bi) ∩ V (Bi+1) and the other contains vertices of V (Bi+1) ∩ V (Bi+2).
Suppose that V (Bi) ∩ V (Bi+1) = {z1}. We define z2 as follows. If Bi+1[W ′] does
not contain an edge one end of which is z1, let z2 ∈ V (Bi+1) ∩ V (C) such that
z1z2 ∈ E(G). If Bi+1[W ′] contains an edge one end of which is z1, let z2 be the
other end of such edge. Assume that z1z2 is oriented from z1 to z2. Define c1(z2) ∈
Z3 − {bz2, c1(z1) − f (z1z2)}.

Now we consider the vertex, say z′
1, of V (Bi+1) ∩ V (Bi+2). Then Bi+1[W ′] may

contains an edge one end of which is z′
1. If Bi+1[W ′] indeed contains such edge,

let z′
2 be the other end of that edge. By Lemma 2.6, there is no 2-path from z′

1
to any vertex of V (Bi+1) ∩ W ′. Therefore z1z2 plays the role of uv in G and z′

1z
′
2

plays the role of xy in G if such z′
1z

′
2 exists. By (3), c2 |{z1,z2} can be extended to a

(Z3, f )-coloring of B1 ∪ B2 ∪ . . . ∪ Bi+1.

Thus we assume that c1 can be extended to a (Z3, f )-coloring c′ of G′. Define

c(z) =




c′(z) if z ∈ V (G′),
axj

if z = xj, j ∈ {i − 1, i, i + 1},
aq if z = q.

Then c is a required (Z3, f )-coloring of G, contrary to (2).

Case 2. There is no a 2-path xi−1qxj where j ∈ {i + 3, i + 4, . . . , m}.
By Lemmas 2.6 and 2.7, G′[W ′] contains no edges. By (3), c1 can be extended

to a (Z3, f )-coloring c′ of G′. Define

c(z) =




c′(z) if z ∈ V (G′),
axj

if z = xj, j ∈ {i − 1, i, i + 1},
aq if z = q.

Then c is a (Z3, f )-coloring of G, contrary to (2). �
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